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Abstract
An autopsy is a recognized procedure for achieving continuous improvement in the quality 
of medical work despite its worldwide decline, while data mining is the process of finding 
patterns, anomalies, or correlations between data in a data set. Supervised descriptive 
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rule discovery (SDRD) brings together the two types of tasks that exist in data mining, i.e., 
both descriptive and predictive areas. The objective is to describe data with respect to a 
property of interest.  In this paper, we provide the results of the analysis of 39 articles relat-
ed to SDRD to select the adequate techniques and technologies to design the architecture 
of a module for the comparison of medical opinions related to the decrease ot autopsies 
in Mexican hospitals. In this way, we seek to address the current problem of the decrease 
in the number of autopsies in the country, which resulted in the interest of the director of 
the Pathology area of the Hospital Regional of Río Blanco (H.R.R.B.) in designing and 
applying a survey to physicians to know the causes of this autopsy decline to take actions 
that increase this study. The SDRD works were analyzed following a methodology wtih 
three stages: search, selection and analysis, to conclude that the technique that provides 
the ability to perform all the features proposed in this work is subgroup discovery (SD), 
therefore, the proposed module architecture was designed considering SD to compare 
the results obtained in the H.R.R.B. with those of other hospitals. 

Keywords
Supervised Descriptive Rule Discovery, Visualization, Contrast Sets, Subgroup 
Discovery.

Introduction

An autopsy is a recognized procedure to achieve continuous im-
provement in the quality of medical work. It is where the pathology 
specialist who performs it examines a corpse to determine the causes 
of death, it is an orderly and thorough process. The practice of such a 
procedure makes an important contribution to the medical knowledge 
and learning of physicians in training [1].

Due to the decrease in the number of autopsies performed at the 
Hospital Regional of Río Blanco (H.R.R.B.), the director of the hospital’s 
Pathology area prepared a survey and applied it to the medical staff of 
his hospital to find out the causes, reasons, and circumstances of this 
decrease. A system for analyzing these surveys has been developed in 
earlier work [2]. The system uses descriptive (association) and predic-
tive (classification) data mining tasks. The system revealed that the main 
reasons for not performing autopsies at the H.R.R.B. are known under-
lying disease, refusal of family members, disinterest, social factors, fear 
of demand, cultural issues, religious issues, lack of indication, lack of 
human resources, and lack of material resources.
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Subsequently, a module for comparing medical opinions from 
various hospitals was added to the system [1]. The module uses Emerg-
ing Pattern Mining, a Supervised Descriptive Rule Discovery technique. 
The main problem of the system is that the generated models are pre-
sented in the form of rules, which have to be evaluated by the special-
ist, when the number of rules obtained increases, the complexity of the 
evaluation also augments. 

The SDRD concept is a combination of the two types of tasks that 
exist in data mining, i.e. descriptive and predictive tasks. The purpose is 
to describe data related to a target property. The techniques found in the 
SDRD are subgroup discovery, emerging patterns, and contrast sets [3]. 

In this context, the contribution of this paper is two-fold: 1) A 
review of 39 articles on SDRD techniques was carried out, and 2) A 
module architecture was proposed to facilitate the comparison of the 
results of the surveys applied to physicians in Mexican hospitals.

The main benefit expected from the development of this module 
is to use other SDRD techniques, specifically SD, to compare the rea-
sons why autopsies are not performed in other hospitals, to determine if 
they are the same as at H.R.R.B. so that the Pathology Department staff 
can take measures to increase the number of autopsies performed at 
the hospital. In addition, the selected techniques are intended to allow 
better data visualization to easily distinguish differences in the medical 
opinions of the different hospitals.

This article is organized as follows: section 2 presents the analysis 
methodology applied, section 3 describes the architecture and the solu-
tion proposed for this development, and finally, section 4 describes the 
conclusions obtained based on the analysis and future work.

Methodology of analysis

The study and analysis of advanced SDRD techniques were based 
on 39 articles that were downloaded from the main digital Computer 
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Science libraries (IEEE Xplore, ACM digital library, SpringerLink, Sci-
enceDirect, among others). Article selection was based on the technique 
used: Subgroup Discovery or Contrast Sets. Only articles published in 
English in journals or conference proceedings during the past five years 
(2018-2022) were eligible.

Subsequently, the articles were analyzed and compared against 
certain parameters, for example, visualization, comparison of opinions, 
focusing on the medical field, to name a few. Most of these opt for the 
use of visualization, and the use of subgroup discovery, however, very 
few of them are based on the comparison of opinions or focus on the 
medical field. Fig. 1 shows the analysis methodology used for the study 
of the works.

Figure 1 
Methodology of analysis
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Table 1 shows the comparative table of the articles analyzed for 
which the following criteria were taken into account: A) Comparison of 
opinions, B) Use of visualization, C) Contrast sets, D) Subgroup discov-
ery, and E) Focus on the medical area.

Table 1 
Comparative analysis of the SDRD works 

Work A B C D E
Carmona et al. [3] x x x
Centeio et al. [4] x
Lopez-Martinez-Carrasco et al. [5] x x x
Lucas et al. [6] x x
Costa et al. [7] x
Wang and Rudin [8] x x
Atzmueller [9] x
Al-Taie et al. [10] x x x
Luna et al. [11] x
Mattos et al. [12] x x x
Park et al. [13] x x
Foppa and Ghiringhelli [14] x x
Hendrickson et al. [15] x x
Helal et al. [16] x
de Leeuw et al. [17] x x
Esnault et al. [18] x x
Hammal et al. [19] x x
Proença et al. [20] x
Luna et al. [21] x x
Kiefer et al. [22] x x
Cervantes et al. [23] x x
Valdivia et al. [24] x
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Remil et al. [25] x x
Liu et al. [26] x x x x
Loyola-Gonzalez  et al. [27] x x
Loyola-González et al. [28] x x
Varlamis [29] x x x
Kong et al. [30] x x
Cañete-Sifuentes  et al. [31] x x x
Tallon et al. [32] x x
Loyola-González et al. [33] x x
Qian et al. [34] x x
Li et al. [35] x x
Al-Taie et al. [36] x x x
Duan et al. [37] x x x
Alipourchavary et al. [38] x
Luna et al. [39] x
Loyola-González  et al. [40] x x
Jahan et al. [41] x x x x

After studying the 39 articles, it was concluded that only 28% (11) 
of them focused on the medical area and none of these eleven works 
considered the comparison of opinions. In addition, most of the SDRD 
works (62%) opted for the use of subgroup discovery as a data mining 
technique. For these reasons, this paper proposes an architecture of a 
module that uses subgroup discovery to compare medical opinions on 
the decrease of autopsies performed in Mexican hospitals.

Classification of analyzed works

Year of publication. Figure 2 shows the number of articles pub-
lished annually, separated by the technique: Discovery of Subgroups (SD) 
and Contrast Sets (CS). Of these, 15 articles are related to CS, 22 focus on 
SD, and 2 consider both techniques. The graph indicates that there is a 
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higher number of SD publications in more years (2018, 2021, and 2022), 
while there is the same number of CS works between 2019 to 2020.

Figure 2 
Publications by year

Publisher. Fig. 3 depicts that the publishers with the most publi-
cations of the subgroup discovery were Springer and others; whereas for 
contrast sets, Springer and IEEE.

Figure 3 
Papers by publisher.

Data Mining Tool. Fig. 4 exhibits the tools used in the DSRD 
works, where it can be seen that the CS approaches utilized WEKA (e.g., 
[28], [31], [40]), while most of the SD techniques used VIKAMINE ([9], 
[15], [16]).
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Algorithms. Fig. 5 shows the algorithms used in the analyzed 
papers, the most frequent algorithms for DSRD applications were: SD-
Map* [9], Top-k, SD-Map, Single Shot Detector (SSD), Pattern-based 
Classifier for Class Imbalance Problem (PBC4cip), and Others, of which 
the most frequent are PBC4cip and SD-MAP.

Figure 4 
Technologies used in the analyzed works.

Figure 5 
Algorithms used in the DSRD approaches.
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Programming languages. Fig. 6 shows the programming languages 
most commonly used in the reviewed papers. The most popular language 
for contrast sets was Java, while for subgroup discovery it was Python.

Figure 6 
Programming languages used in the analyzed papers.

Comparison of opinions. Works that base their research and/
or development on opinion comparison are shown in Fig. 7. As can be 
seen, the use of opinion comparisons is infrequent in the articles ana-
lyzed, as only 3 [17, 37, 41] out of 39 articles consider them.

Figure 7 
Comparison of opinions in SDRD works.
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Visualization. As can be seen in Fig. 8, the graph shows that 26 
of the 39 papers analyzed make use of some visualization method to 
improve the interpretation and analysis of the results obtained.

Figure 8 
Use of visualization in the SDRD applications.

Data sets. Fig. 9 shows the places where the data were obtained 
and their frequency in the cited works, among which repositories such 
as Knowledge Extraction Based On Evolutionary Learning (KEEL), The 
Cancer Genome Atlas (TCGA), UCI Machine Learning Repository, 
Surveillance Epidemiology, and End Results Program (SEER), TripAd-
visor, and Others, were found.

Figure 9 
Data collection in SDRD works.
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Area of application. Fig. 10 shows the application areas of the 39 
analyzed papers, obtaining as a result that the areas of greatest applica-
tion were: Medical area and Research, e.g., [12, 26].

Figure 10 
Research areas of SDRD applications.

In the following section, the description of the proposed architec-
ture is presented. 

Architecture 

In this section, we present the architecture of a Subgroup Discov-
ery module for the comparison of medical opinions about the decrease 
of autopsies in Mexican hospitals. Figure 11 shows the proposed solu-
tion scheme for this architecture.
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Figure 11 
Solution outline.

As Figure 11 shows the user is expected to add and visualize the 
results of the surveys to the database through a Web application, where 
the algorithms provided by VIKAMINE are expected to generate the 
models based on such data and present them to the user in a graphical 
way for a better and quick understanding for its analysis. The new system 
module for survey analysis is intended to be developed according to the 
UWE (UML Web Engineering) methodology since it adapts to the char-
acteristics of Web systems, has views graphically represented through 
UML (Unified Modeling Language) diagrams, is easy to learn, and allows 
for quick correction of bugs and problems encountered throughout the 
Web system development life cycle. In addition, for the programming 
language, we intend to use Java, because it is a fast language (compared 
to other alternatives for development like Python), therefore, the IDE 
(Integrated Development Environment) analyzed with the most optimal 
features for this procedure is NetBeans because, unlike Eclipse (for ex-
ample), the project structure in NetBeans provides a much clearer view 
of large applications, from the DBMS (Database Management System) 
we intend to use PostgreSQL since it has support for Java, high reliabili-
ty and robustness, extensive documentation, free installation and use, it 
is multiplatform, to mention some of its most important characteristics.
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JavaServer Faces (JSF) is intended to be used as a development 
framework because it provides a clear separation between behavior and 
presentation, facilitates the construction and maintenance of Web ap-
plications, and provides a clear separation between behavior and pre-
sentation. As a data mining tool, VIKAMINE allows the use of multiple 
data types, features a generic subgroup discovery algorithm that can be 
configured in many ways to implement various forms of local pattern 
discovery, is Java-based, and is freely licensed, among other features. 

As a data mining methodology, it is intended to use KDD (Knowl-
edge Discovery in Databases) as this is an iterative and interactive pro-
cess (Fig. 12 shows this process in greater detail), and is in rapid devel-
opment, Finally, we will use D3.js data visualization library because it 
is a JavaScript library suitable for manipulating documents without the 
need to be coupled to a proprietary framework, thus facilitating the in-
terpretation of the results obtained by the pathologists. 

Fig. 12 shows the KDD process that is intended to be used as a 
methodology for data mining adapted to this work:

Figure 12 
KDD Process.



Araceli Olmos, Lisbeth Rodríguez, José Antonio Palet, Isaac Machorro, Giner Alor y José Luis Sánchez

52

KDD is a methodology proposed in 1996, it is an interactive pro-
cess consisting of five stages [41], each stage is described below consid-
ering the analysis of the medical opinions proposed in this paper: 

1.	 Selection: the algorithms that could be used to compare medical 
opinions will be analyzed and the results of the surveys will be 
collected utilizing Google Forms.

2.	 Preprocessing: the target data set (selected data) will be obtained/
created.

3.	 Transformation: basic operations will be applied, including noise 
elimination, and empty fields, to mention a few, the main objec-
tive of this stage is to reduce dimensionality.

4.	 Data Mining: Subgroup discovery algorithms will be applied 
using the VIKAMINE data mining tool and looking for models 
of interest in the dataset.

5.	 Implementation: an interpretation and evaluation of the results 
will be carried out using the D3 visualization library.

The proposed architecture for the new Web application module is 
shown in Fig. 13. The proposed architecture for the new system module 
is based on one of the most widely used models for web application de-
velopment, called MVC (Model-View-Controller). The functionality of 
each component is briefly explained below:

Figure 13 
Proposed architecture.
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•	 FaceServlet: This component represents the elements provided 
by the FaceServlet libraries.

•	 Managed Beans: This component includes the classes necessary 
for the control and management of the system logic.

•	 Model Beans: This component contains the classes required for 
the creation of the models within the system.

•	 XHTML: The function of this component is to provide the ability 
to create/support XML files.

•	 PrimeFaces: This component represents the elements offered by 
the PrimeFaces library.

•	 JDBC: The function of this component is to provide access to the 
database management system, employing the necessary drivers,.

•	 BD_PostgreSQL: Consists of the database managment system 
to be used.

•	 VIKAMINE: This component provides the necessary plugins 
for the use and creation of models using the VIKAMINE data 
mining tool.

•	 Model: This component is responsible for generating the models 
of the data already processed and obtained from the data sets.

•	 D3.js: This component provides the necessary plugins for the use 
and creation of the models in a graphical way by using the D3 
visualization library.

•	 Graphic: This component presents as a final result the graphs to 
visualize, interpret and evaluate the results obtained.

Conclusions and future work

After analyzing the 39 SDRD works, it was concluded that super-
vised descriptive rule discovery techniques are used to solve problems 
in different areas and it was observed that subgroup discovery is used 
in most of these applications. Nevertheless, it was found that SDRD 
approaches that focus on the medical area and opinion comparison  
are scarce, therefore, none of the reviewed methods addresses the five 
criteria selected for the study of the analyzed papers. Therefore, with 
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the new proposed architecture, we intend to develop a module for the 
comparison of medical opinions on the decrease of autopsies, using the 
DS to address the problem that pathologists have in understanding the 
results obtained, thus providing an easier and faster interpretation of 
these results. It is expected that this will contribute to the decisión-mak-
ing of the corresponding areas of the hospitals to increase the number 
of autopsies. 

In the future, the following activities will be performed: Imple-
mentation of the survey using the Google Forms platform; design of the 
new system module; insert the data obtained from the surveys into a da-
tabase, the database management system will be PostgreSQL; perform 
the coding of the new system module to compare the data sets using SD 
and generate the results using the D3.js data visualization library, and 
finally, validate the newly developed module using a case study.
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